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Time-domain	science

• Transients
• supernova,	gamma-ray	bursts,	GW	sources,	...

• Variable	stars
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• Nearby	supernovae	(reddened)

• High-redshi]	supernovae	(redshi]ed)

• Gravita=onal	wave	sources	(intrinsically	red)

Why	transient	surveys	in	NIR?



Missing	supernovae?
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Prediction from cosmic SFR

Cosmic SNR measurements

Figure 1. Comoving SNR (all types of luminous core collapses including Type II
and Type Ibc) as a function of redshift. The SNR predicted from the cosmic SFR
fit and its supporting data (Hopkins & Beacom 2006), as well as that predicted
from the mean of the local SFR measurements, are plotted and labeled. The fit to
the measured cosmic SNR, with a fixed slope of (1+z)3.4 taken from the cosmic
SFR, is shown with the uncertainty band from the LOSS measurement. The
predicted and measured cosmic SNRs are consistently discrepant by a factor of
∼2: the supernova rate problem. However, rates from SN catalogs in the very
local volume do not show such a large discrepancy (see Figure 3).
(A color version of this figure is available in the online journal.)

SNRs (Cappellaro et al. 1999; Dahlen et al. 2004; Cappellaro
et al. 2005) were somewhat lower than those predicted from
the SFR. Similar conclusions were reached by Mannucci et al.
(2007) and Botticella et al. (2008).

In recent years, measurements of the cosmic SFR and
cosmic SNR have rapidly improved. The cosmic SFR has
been measured using multiple indicators by many competing
groups. The accuracy and precision of the cosmic SFR has
been documented (e.g., Hopkins & Beacom 2006) and are
supported by recent data (e.g., Pascale et al. 2009; Rujopakarn
et al. 2010; Ly et al. 2011; Bothwell et al. 2011). The Lick
Observatory Supernova Search (LOSS) has recently published
the best measurement of the cosmic SNR at low redshifts, using
CC SNe collected over many years of systematically surveying
galaxies within ∼200 Mpc (Leaman et al. 2011; Li et al.
2011a, 2011b; Maoz et al. 2011). The Supernova Legacy Survey
(SNLS) has published the most precise SNR measurement at
higher redshifts, using a large sample of CC SNe collected in
their extensive rolling search of four deep fields (Bazin et al.
2009).

Based on the latest data, it has become clear that the measured
cosmic SFR and the measured cosmic SNR both increase by
approximately an order of magnitude between redshift 0 and
1, confirming our expectation that the progenitors of CC SNe
are short-lived massive stars (e.g., Bazin et al. 2009; Li et al.
2011a). On the other hand, the comparison of the normalizations
of the latest SFR and SNR data has been left for future work. We
perform this here for the first time. As illustrated in Figure 1,
the SNR predicted from the cosmic SFR is a factor of ∼2 larger
than the cosmic SNR measured by SN surveys; we term this
normalization discrepancy the “supernova rate problem.” Both
the predicted and measured SNRs are of optically luminous

CC SNe, so the two can be directly compared. The lines in
Figure 1 are fits to the SFR and SNR data, respectively.8 The
discrepancy persists over all redshifts where SNR measurements
are available.9

The nominal uncertainties on the fits (shaded bands) are
smaller than the normalization discrepancy, and the significance
of the discrepancy is at the ∼2σ level. At high redshift, where the
uncertainties of the SNR measurements are largest, the statistical
significance is weaker. However, it is remarkable how well
the cosmic SNR measurements adhere to the expected cosmic
trend—much better than their uncertainties would suggest.
Indeed, the measurements of Dahlen et al. (2004) have been
supported by recent unpublished results and with reduced
uncertainties (Dahlen et al. 2010). We therefore consider the
fits to be a good representation, i.e., the supernova rate problem
persists over a wide redshift range. We systematically examine
resolutions to the supernova rate problem, exploring whether
the cosmic SNR predicted from the cosmic SFR is too large, or
whether the measurements underestimate the true cosmic SNR,
or a combination of both.

In Section 2, we describe the predicted and measured cosmic
SNRs in detail and substantiate the discrepancy. In Section 3, we
discuss possible causes. In Section 4, we discuss our results and
cautions. We summarize and discuss implications in Section 5.
Throughout, we adopt the standard ΛCDM cosmology with
Ωm = 0.3, ΩΛ = 0.7, and H0 = 73 km s−1 Mpc−1.

2. NORMALIZATION OF THE COSMIC SNR

The cosmic SNR is calculated from the cosmic SFR using
knowledge of the efficiency of forming CC SNe. The most
recent SFR is traced by the most massive stars that have the
shortest lifetimes. The primary indicators of massive stars—Hα,
UV, FIR, and radio—are routinely used, with dust corrections
where necessary, to study the populations of massive stars.
However, since the total SFR is dominated by stars with
smaller masses, the SFR derived from massive stars must be
scaled upward according to the initial mass function (IMF); for
example, for a given massive stellar population, an IMF that
is more steeply falling with mass will yield a larger total SFR
compared to a shallower IMF. The scaling is done with the use
of calibration factors derived from stellar population synthesis
codes that calculate the radiative output from a population of
stars following an assumed IMF (see, e.g., Kennicutt 1998).

We adopt the dust-corrected SFR compilation of Hopkins &
Beacom (2006). Their data are well fit by a smoothed broken
power law of the form (Yüksel et al. 2008)

ρ̇∗(z) = ρ̇0

[

(1 + z)aη +
(

1 + z

B

)bη

+
(

1 + z

C

)cη
]1/η

, (1)

where B = (1 + z1)1−a/b, C = (1 + z1)(b−a)/c(1 + z2)1−b/c. We
adopt ρ̇0 = 0.016 h73 M⊙ Mpc−3 yr−1 for the cosmic SFR at
z = 0, as well as the parameterization a = 3.4, b = −0.3,
c = −3.5, z1 = 1, z2 = 4, and η = −10. These choices are
applicable for the Salpeter A IMF, which is a modified Salpeter
IMF with a turnover below 1 M⊙ (Baldry & Glazebrook 2003).
The scaling from a Salpeter IMF is ≈0.77. The 1σ uncertainty on

8 Technically, the SNR line shown is not a fit, but is a conservative estimate
based on the SNR measurement of LOSS; see Section 2.
9 However, in the local !25 Mpc volume, the SNR derived from SN catalogs
does not show such a large discrepancy, supporting earlier claims that the true
cosmic SNR is as large as predicted (e.g., Horiuchi et al. 2009; Beacom 2010).
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Table 1
Summary of Cosmic SNR Measurements

Redshift Rate Ngal Cadence NCCSN Host Extinction mlim Mlim References
(10−4 h3

73 yr−1 Mpc−3) (days) (mag) (mag)

0 0.42 ± 0.20 ∼104 · · · 67 Y mR ∼ 16 · · · 1a

0 0.705+0.099
−0.097(+0.164

−0.149) 10121 ∼9 440 N mR ∼ 19 MR ∼ −15.0 2

0.21 1.31+0.49
−0.37(+0.48

−0.41) 43283 ∼120 46.1b Y mR ∼ 23 MR ∼ −16.7 3

0.26 1.81+0.91
−0.79 11300 · · · 19.5 N mV ∼ 23 MV ∼ −17.1 4a

0.3 1.85+0.34
−0.34(+0.34

−0.34) Volumetric ∼7 117 Y mi ∼ 24 MV ∼ −16.4 5

0.1–0.5 2.85+1.00
−0.85(+0.85

−2.11) Volumetric ∼45 6 Y mz ∼ 26 MR ∼ −14.8 6

0.5–0.9 4.49+1.17
−1.20(+2.18

−2.95) Volumetric ∼45 10 Y mz ∼ 26 MV ∼ −16.0 6

Notes. Systematic error estimates are given in parentheses. The limiting absolute magnitudes are calculated from the limiting apparent magnitude at the distance of
the data point. The scope of the rate measurements depend on a combination of limiting magnitude, SN luminosity function, and dust correction (see the text).
a We adopt the rate per B-band luminosity to volumetric rate conversion used by Bazin et al. (2009).
b Includes the CC SN sample of Cappellaro et al. (2005).
References. (1) Cappellaro et al. 1999; (2) Li et al. 2011a; (3) Botticella et al. 2008; (4) Cappellaro et al. 2005; (5) Bazin et al. 2009; (6) Dahlen et al. 2004.

ρ̇0 is approximately ±25% (Hopkins & Beacom 2006). The fit
is in good agreement with a range of recent SFR measurements
over a range of redshifts, for example using Hα (Ly et al. 2011),
UV (Salim et al. 2007), IR (Pascale et al. 2009; Rujopakarn
et al. 2010), and X-ray (Watson et al. 2009). Most recently, a
thorough study of the local SFR at z ≈ 0.05 has been performed
by Bothwell et al. (2011) using combined observations in UV
and IR. Adjusting to our chosen cosmology and IMF, the
derived SFR is 0.0193 ± 0.0012 h73 M⊙ Mpc−3 yr−1, in good
agreement with our parameterization. At ±6%, the uncertainty
is a great improvement over many previous measurements and
our adopted uncertainty on ρ̇0.

The comoving volumetric SNR is determined by multiplying
Equation (1) by the efficiency of forming CC SNe. This is the
number of stars that eventually explode as CC SNe per unit
stellar mass formed in a burst of star formation. It is largely
governed by the mass range for CC SNe, from Mmin to Mmax,
resulting in an SNR of

RSN(z) = ρ̇∗(z)

∫ Mmax

Mmin
ψ(M) dM

∫ 100
0.1 Mψ(M) dM

, (2)

where ψ(M) is the IMF, defined over the main-sequence mass
range 0.1–100 M⊙. The IMF is defined such that ψ(M)dM gives
the number of stars in the mass range M to M + dM. Due to the
steeply falling nature of the IMF, the lower mass limit Mmin is the
most important parameter. Note that this selection of the relevant
mass range is effectively the inverse process of the scaling from
the massive-star SFR to the total SFR. In fact, the stellar mass
range probed by the SFR indicators is comparable to the mass
range giving rise to CC SNe. Thus, variations in the IMF should
have only a small effect on the predicted SNR.

The predicted cosmic SNR is shown in Figure 1. We as-
sumed canonical parameters for optically luminous CC SNe,
Mmin = 8 M⊙ and Mmax = 40 M⊙. The SFR to SNR conver-
sion coefficient is then 0.0088/M⊙, yielding RSN(z = 0) ≈
1.4 × 10−4 yr−1 Mpc−3. The uncertainty band shown is the 1σ
uncertainty in the SFR fit of Hopkins & Beacom (2006). The
actual data of the compilation is also shown, similarly con-
verted to an SNR: the dust-corrected UV from Sloan Digital
Sky Survey (SDSS; Baldry et al. 2005), Galaxy Evolution Ex-
plorer (GALEX; Arnouts et al. 2005; Schiminovich et al. 2005),
COMBO17 (Wolf et al. 2003), and Hα-derived measurement
(Hanish et al. 2006). The mean of the local SFR measurements
(Section 3.2) is also converted and shown.

There are two main approaches for collecting CC SNe and
measuring the cosmic SNR. In the first, the same patch of sky is
periodically observed, locating CC SNe within a volume, limited
only by flux. In the second, a pre-selected sample of galaxies
is periodically observed, and the rate per unit galaxy size (mass
or light) is converted to a volumetric rate using the galaxy mass
or luminosity density. In the former, the completeness of the
CC SN sample is readily definable and the volumetric rate is
derived directly, but it requires a sufficiently wide or deep field
to collect CC SN statistics. In the latter, there is a bias against
CC SNe in small galaxies, but, for local surveys, it maximizes
the CC SN discovery rate given the closer target volume. In
Table 1, we summarize measurements of the cosmic SNR in
the literature, showing the rate, the number of galaxies sampled
(where appropriate), the cadence, the number of CC SNe used
for the rate analysis, whether host galaxy extinction corrections
are made, and the limiting magnitudes of the surveys; the survey
characteristics vary considerably.

The limiting magnitude of SN surveys is typically defined
as the magnitude at which the detection efficiency is 50%
(e.g., Dahlen et al. 2004; Bazin et al. 2009; Li et al. 2011a).
For Botticella et al. (2008), we quote the limiting magnitude
for a seeing of 1 arcsec, their average. The limiting absolute
magnitude is estimated from the limiting apparent magnitude
and the distance of the data point (for Dahlen et al. 2004,
we use the redshift that divides the distance bin in two equal
volumes). This estimate is only indicative, because dimmer CC
SNe can be discovered at smaller distances. Furthermore, SNR
measurements adopt a CC SNe luminosity function, usually but
not always derived from the SN survey data itself, to correct
for missing dimmer CC SNe. The SNR measurements should
therefore be treated as measurements of CC SNe within the
luminosity limits of the SN luminosity function adopted. We
show apparent magnitudes in the observed-frame band and
the absolute magnitudes in the supernova rest-frame band. For
LOSS, we quote the limiting magnitude of their volume-limited
subsample and not their full sample, since the former is used to
correct the latter.

The most reliable SNR measurement is that by LOSS
(Leaman et al. 2011; Li et al. 2011a, 2011b; Maoz et al. 2011):
they have excellent cadence and the largest published SN sam-
ple. They use a large subsample of 101 volume-limited CC
SNe to construct a modern SN luminosity function. It is com-
plete to MR ∼ −15 mag, although it is corrected to go dimmer
(the LOSS-LF sample; Li et al. 2011b). Their uncertainty of
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Figure 10
The cosmic core-collapse supernova rate (CC SNR). The data points are taken from Li et al. (2011) (cyan
triangle), Mattila et al. (2012) (red dot), Botticella et al. (2008) (magenta triangle), Bazin et al. (2009) ( gray
square), and Dahlen et al. (2012) (blue dots). The solid line shows the rates predicted from our fit to the
cosmic star-formation history. The local overdensity in star formation may boost the local rate within
10–15 Mpc of Mattila et al. (2012).

The numbers of CC SNe detected are too low by a factor of approximately 2 (Horiuchi et al.
2011). Our revised cosmic SFH does not appear to show such systematic discrepancy (see also
Dahlen et al. 2012).

Observations show that at least some long-duration gamma-ray bursts (GRBs) happen simul-
taneously with CC SNe, but neither all SNe nor even all SNe of Type Ibc produce GRBs (for a
review, see Woosley & Bloom 2006). In principle, the rate of GRBs of this class could provide a
complementary estimate of the SFRD (e.g., Porciani & Madau 2001), but it is only a small fraction
(<1% after correction for beaming) of the CC SN rate (Gal-Yam et al. 2006), suggesting that
GRBs are an uncommon chapter in the evolution of massive stars requiring special conditions
that are difficult to model. Recent studies of the GRB-SFR connection have claimed that GRBs
do not trace the SFR in an unbiased way and are more frequent per unit stellar mass formed at
early times (Kistler et al. 2009, Robertson & Ellis 2012, Trenti et al. 2012).

5.3. Stellar Mass Density
Figure 11 shows a compilation (see also Table 2) of recent (mostly post 2006) measurements of
the SMD as a function of redshift (for a compilation of older data, see Wilkins et al. 2008a). We
show local SDSS-based SMDs from Gallazzi et al. (2008), Li & White (2009), and Moustakas et al.
(2013). Moustakas et al. (2013) also measured SMFs at 0.2 < z < 1. However, at z > 0.5, their mass
completeness limit is larger than 109.5 M⊙, so we have used their points only below that redshift. At
higher redshifts (as in Moustakas et al. 2013), nearly all the modern estimates incorporate Spitzer
IRAC photometry; we include only one recent analysis (Bielby et al. 2012) that does not but that
otherwise uses excellent deep, wide-field NIR data in four independent sightlines. We also include
measurements at 0.1 < z ! 4 from Arnouts et al. (2007), Pérez-González et al. (2008), Kajisawa
et al. (2009), Marchesini et al. (2009), Pozzetti et al. (2010), Reddy & Steidel (2009), Ilbert et al.
(2013), and Muzzin et al. (2013). We show measurements for the IRAC-selected sample of Caputi
et al. (2011) at 3 ≤ z ≤ 5 and for UV-selected LBG samples at 4 < z < 8 by Yabe et al. (2009),
González et al. (2011), Lee et al. (2012), and Labbé et al. (2013).
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For the stars that exploded in P-HOTB, the desired kinetic
energy at infinity in KEPLER is obtained by iterating on α.
This required an earlier, more rapid motion outwardfor the
adopted piston. By design, the two explosion models thus
agreed almost exactly in explosion energy and piston mass.
They also agreed to typically better than 10% in the mass of
iron-group nuclei that were synthesized (Tables 7 and 8). Here
the total iron in P-HOTB calculation is taken as the amount
outside the final fallback mass.

To make the agreement in 56Ni mass even better, first, for
afew models the starting location in mass of the special
trajectory, mz, was slightly varied, usually by ∼0.01 :M , so that
the KEPLER total iron mass lies roughly in between the special
and fallback trajectories (Figure 12). Then using the innermost
zone abundances, most models were scaled up slightly until the
fallback trajectory value, so that the final disagreement of iron-
group synthesis was a few percent at most. The full tabulated
list of all piston parameters for all explosion calculations is
available at the MPA-Garching archive (see footnote 4).

In the remainder of the paper, the baryonic remnant masses,
the kinetic energies at infinity of the ejecta, and the total iron-
group synthesis are based on the 1D neutrino-powered
explosions using P-HOTB. Only the isotopic nucleosynthesis
(of all elements including pre-SN mass loss) and the light
curves are taken from KEPLER.

4. EXPLOSION PROPERTIES

Inserting the standard “central engines” described in
Section 3 in the various pre-SN stars resulted in a wide variety
of outcomes depending on the properties of each progenitor,
especially its mass and compactness, and the choice of 87A
model used for the engine’s calibration (Figure 13). Generally
speaking, weaker central engines like W20 gave fewer SNe
than stronger engines like N20.

This is an interesting point that warrants elaboration. Not
every model for 87A will give equivalent, or even necessarily
valid, results when its central engine is inserted in other stars.
SN 1987A was a blue supergiant in a galaxy with lower
metallicity than the Sun. All pre-SN models considered here,

except those that lost their envelopes before exploding, are red
supergiants with an initially solar composition. The SN 1987A
models, at least those that made blue supergiant progenitors
(Table 1), also used a different value for semiconvective
mixing that affected the size of the carbon–oxygen core for that
mass (made the core smaller). One of the models, W18,
included rotation, while the present survey does not. Our
calculations are 1D, not 3D. Finally, one expects significant
variations in pre-SN core structure even for two stars of very
similar initial mass and pre-SN luminosity (Sukhbold &
Woosley 2014).
The very similar results for “explodability” for models N20,

W18, W15, and S19.8 are thus welcome and suggest a
robustness to the answer thatmight not necessarily have
existed. They also justify the neglect of model set W20 in the

Figure 11. Trajectory from the neutrino-driven explosion with P-HOTB
(gray)compared withthe corresponding trajectory from KEPLER (blue) for
the explosion of the W18 engine itself. In all cases, the trajectories from the two
codes have a common starting radius and time and the same minimum radius
and time.

Figure 12. Comparison of iron production in the KEPLER and P-HOTB
calculations for all models that exploded using the Z9.6 and W18 engines. The
shaded gray region is bounded on the bottom by the total iron produced by
P-HOTB outside the “special” trajectory (orange), and on the top by the total
iron ejected (green). The thick blue curve represents total iron production in the
converged KEPLER explosions.

Figure 13. Explosion outcomes from the five different central engines for SN
1987A (Tables 1 and 3)shown in comparison. Successful explosions that make
neutron stars are green, the explosions that make BHs through fallback are light
blue, and the failures, which make BHs, are black lines. The calibrators are
listed by the engine strength, weakest at the bottom. Models heavier than 12.25
:M were covered by these five engines;all lighter models produced successful

explosions by the Z9.6 engine calibrated to Crab SN.
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Minimum	mass	of	supernova?

2608 C. L. Doherty et al.

Figure 5. Final fates of intermediate-mass stars. Solid lines delineate Mup, Mn and Mmass. The hatched region represents our suggested maximum width of
the EC-SN channel. We also draw particular attention to the hybrid CO(Ne) WD region.

explosion. However, most likely these models would have reached
the conditions for the Fe-peak instability, so they would also end
their lives as ONe WD.

5 FINAL FATES

Fig. 5 gives a global overview of our results in mass and metallicity
space. The critical boundary values of Mup, Mn and Mmass are also
shown in this figure and reported in Table 3.

Our models with moderate mass-loss rates and efficient 3DU
increase their core mass by only ≈0.01–0.03 M⊙ during the TP-
(S)AGB phase. This can be seen by comparing the post-2DU core
mass M2DU to the final core mass MF

C in Tables 1 and 2.

5.1 White dwarfs – CO, CO(Ne), ONe

In Fig. 5, the mass boundaries of the three types of massive WDs,
CO, CO(Ne) and ONe, are shown. We draw particular attention to
the hybrid CO(Ne) WDs, which in our calculations occupy a thin
initial mass range (of width ∼0.1–0.2 M⊙) with final core masses in
the range 1.06–1.08 M⊙ (Fig. 6). If one assumes a Kroupa, Tout &
Gilmore (1993) initial mass function (IMF), one would still expect
them to be quite numerous, making up about 6–8 per cent of WDs
that have undergone either complete or partial carbon burning. Un-
fortunately, direct observations of these hybrid CO(Ne) WDs would
be impossible due to their outer shell of CO which would make them
indistinguishable from a massive CO WD. Nevertheless, confirma-
tion of their existence may come indirectly via the characteristic of
the light curves of Type Ia SN explosions, if they belong to a close

Figure 6. Initial to final mass relation, when convergence issues cease
calculations. The dotted horizontal lines that delineate the difference types
of WD are illustrative only.

binary system (Denissenkov et al. 2013). We would also expect dif-
ferences in their cooling behaviour, because WD cooling is strongly
dependent on composition (e.g. Salaris et al. 1997, 2010; Althaus
et al. 2007).

MNRAS 446, 2599–2612 (2015)
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Observa=onal	uncertainty:	dust	ex=nc=on
Op=cal	surveys	miss	~>	20%	of	SNe??

No. 1, 2007 ADAPTIVE OPTICS DISCOVERY OF SN 2004ip L11

Fig. 1.—(a) 16.5! # 11.5! subsection of the NACO -band image of IRAS 18293!3413 obtained on 2004 September 15.0 UT; north is up, and east is to theKs

left. The results of image matching and subtraction of the NACO -band reference image (May 4.3) from the images obtained on (b) September 13.1 and (c) SeptemberKs

15.0 are shown. SN 2004ip (indicated by tick marks) is clearly detected in the subtracted images at 1.14! east and 0.78! north of (or 500 pc projected distance) from
the K-band nucleus. Simulated sources of m( ) p 18.7 are shown southeast and northwest of the SN in the two subtracted images, respectively. A strong negativeKs

residual is visible at the location of the galaxy nucleus in the subtracted images. All the images are shown with an inverted brightness scale.

Fig. 2.—IR SED of IRAS 18293!3413 fitted with the starburst models of
Efstathiou et al. (2000) and the cirrus model of Efstathiou and Rowan-Robinson
(2003). No AGN contribution was needed to explain the SED.

Fig. 3.—Absolute magnitudes of SN 2004ip compared with template K-
band light curves (MM01) for ordinary (solid line) and slowly declining (dotted
line) CCSNe. The SN epoch of discovery was assumed to be at (K-band)
maximum light (a), 100 days past the maximum light (b). The host galaxy
extinctions used for dimming the light curves are shown in the figures.

age of 70 Myr, and an underlying 12.5 Gyr old stellar popu-
lation. The cirrus is assumed to be 1.7, and the initialA AV V

of the molecular clouds that constitute the starburst is 100. The
SFR at the peak is 285 M, yr!1, and it is 135 M, yr!1 when
averaged over the duration of the starburst. We estimate a rest-
frame 8–1000 mm luminosity of 5.8 # 1011 L, and a bolo-
metric luminosity of 6.5 # 1011 L, for IRAS 18293!3413.
Adopting the average SFR and assuming CCSN progenitors

between 8 and 50 M, and a Salpeter IMF with cutoffs at
0.1 and 125 M, (see also MM01), we obtain a CCSN rate of
∼1 yr!1 for IRAS 18293!3413. We note that this CCSN rate
also agrees with the model predictions of Genzel et al. (1998)
for an exponentially decaying starburst with similar time con-
stant, age, and bolometric luminosity. Recent observational evi-
dence shows that the Type Ia SN (SN Ia) rate is likely to depend
on both the stellar mass and the mean SFR of their host galaxies
(see Sullivan et al. 2006 and references therein). The rate of SNe
Ia associated with the old stellar population is not expected to
be enhanced in IRAS 18293!3413 compared with normal field
galaxies, but the rate associated with the recent star formation
could be higher. This rate has been found to depend on the host
galaxy SFR averaged over the last 500 Myr (SFRave) according

to ∼4 # 10!4 SNe yr!1/SFRave (Sullivan et al. 2006). Using 135
M, yr!1 as an upper limit for SFRave, we obtain an upper limit
for its SN Ia rate of ∼0.05 yr!1, which is ∼20 times smaller than
the estimated CCSN rate. We therefore conclude that SN 2004ip
was very likely a core-collapse event.
After correcting for a Galactic extinction of A p 0.47V

(Schlegel et al. 1998), the absolute magnitude of the SN at the
time of the discovery becomes (before cor-M p !15.85Ks
recting for the host galaxy extinction). In Figure 3, we compare
the photometry of the SN with template K-band light curves
for ordinary and slowly declining CCSNe from MM01. These
templates comprise two and three linear components, respec-
tively, and are based on the light curves of 11 (Types II and
Ib/c) and two (the Type IIL SN 1979C and the Type IIn SN
1998S) CCSNe. The slow decliners are significantly more lu-
minous than the ordinary events, even at early times, therefore
requiring a larger host galaxy extinction to match the obser-
vations. Assuming that the SN was discovered at the K-band
maximum light, we need to dim the ordinary and slowly de-
clining templates by and 4.15 mag, respectively, toA p 2.75K

match the observations. To estimate the lowest plausible ex-
tinction toward the SN, we sought the latest possible SN epoch
of discovery to match the templates. The time interval between
the reference and discovery images was ∼130 days, and the
template light curves of MM01 have rise times of ∼25 days
to the K-band maximum light. The latest SN epoch of discov-
ery, assuming that the SN exploded soon after the observation
of the reference image, is therefore about 100 days past the K-
band maximum light. We found that the ordinary and slowly
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LIRG	IRAS	18293-3413
VLT/NACO	(K-band)

Arp	299	(~2	SN	/	yr	expected!)
HST/NICMOS	(F164N)
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Figure 2. HST/NICMOS F164N image (from Alonso-Herrero et al. 2000) of
Arp 299 shown with a square-root scaling to emphasize the extent of the diffuse
emission in the circumnuclear regions. This image traces the CCSN activity via
the [Fe ii] 1.644 µm line. The positions of the main nuclei A, B1 and B2, sources
C and C′, and the SNe discovered at optical or IR wavelengths are indicated.
(A color version of this figure is available in the online journal.)

high-z SN searches (e.g., Dahlen et al. 2012; Melinder et al.
2012). At higher redshifts the effects of the extinction would
be even more severe for an optical SN search since shorter
rest-frame wavelengths are observed. However, we note that
SN searches are often optimized for detecting SNe at rest-frame
B and V bands, since the SN spectral energy distribution (SED)
peaks in this range. For example, searches aiming at a redshift
around 0.5 (e.g., Bazin et al. 2009; Melinder et al. 2011) have
been typically observing in R and I bands and searches reaching
for z ∼ 1 (e.g., Dahlen et al. 2012) in the z-band. The ongoing
SN search program (e.g., Rodney et al. 2012) as a part of the
CANDELS project (e.g., Grogin et al. 2011) is aiming to detect
SNe at z ∼1.5–2 and observes in the near-IR J and H bands.
Therefore, we now use the sample of 13 CCSNe within the
0◦–60◦ bin and the two outlier events with the highest host
galaxy extinctions to estimate the fraction of CCSNe likely
missed by rest-frame optical surveys in normal galaxies to be
15+21

−10%.

3. SUPERNOVA BUDGET OF LIRGS AND ULIRGS

We next consider the fraction of missing SNe in galaxies with
LIR > 1011 L⊙, i.e., LIRGs and ULIRGs. The interacting system
Arp 299 (=IC 694 + NGC 3690) is one of the most nearby
examples of an LIRG at a luminosity distance of 46.7 Mpc. Its
IR luminosity LIR = L[8–1000 µm] of 7.3 × 1011 L⊙ (adopted
from Sanders et al. 2003 and scaled to the assumed distance)
indicates a very high CCSN rate of ∼2 yr−1 which is one of
the highest expected in local galaxies. Arp 299 has been the
target of several SN searches and over the last two decades a
total of seven SNe have been discovered at optical or near-IR
wavelengths within its circumnuclear regions, ∼1–4 kpc from
the main galaxy nuclei A and B1 (see Figure 2). It is therefore
well suited for investigating the fraction of SNe missed by
optical observations in one of the best-observed local LIRGs.

Table 4
SN Searches in Arp 299

Telescope Band Period SNe

Leuschnera vis Before 1998 1993G
Richmond VIS 1988 Dec–1991 Jun . . .

BAOSSb VIS SN 1998T
LOSSc VIS 1998–ongoing 1999D (1998T, 2005U)

IRTF NIR 1992 Mar–1993 Dec 1992bu
WIRO NIR 1993 Feb–1993 Dec . . .

TNG NIR 1999 Oct–2001 Oct . . .

USNO NIR 2001 Feb–2004 May . . .

WHT NIR 2002 Jan–2005 Jan 2005U
NOT NIR 2005 Mar–ongoing 2010P (2010O)
Gemini-N NIR 2008 Apr–ongoing (2010O, 2010P)

Notes.
a Leuschner Observatory Supernova Search.
b Beijing Astronomical Observatory Supernova Survey.
c Lick Observatory Supernova Search.

In Section 4, we make use of these estimates to also extrapolate
the results to higher redshifts.

3.1. Observed SNe in Arp 299

During the last two decades, Arp 299 has been the target
of a number of professional and amateur SN searches (see
Table 4 for summary). At optical wavelengths, Arp 299 has
been the target of at least four professional SN searches. In the
early 1990s it was monitored by the Leuschner Observatory
SN Search that was the predecessor of the Lick Observatory
SN search (LOSS), the Beijing Observatory SN search, the
Richmond et al. (1998) search, and finally the LOSS. Arp
299 was also included in the “optimal” galaxy sample of the
LOSS with their SN search data between 1998 March and
2008 December used for the SN rate calculation (Leaman et al.
2011; Li et al. 2011a, 2011b). SN 1993G was discovered by the
Leuschner Observatory SN Search, SN 1998T by the Beijing
Observatory SN search, and SN 1999D by the LOSS. LOSS also
detected SNe 1998T and 2005U, although they were originally
discovered elsewhere. The observed B − V color of SN 1993G
indicated that the SN was virtually unreddened (Tsvetkov 1994).
SN 1998T was spectroscopically classified by Li et al. (1998)
reporting strong P-Cygni profiles of He i lines between 510 and
900 nm. Therefore, the extinction toward SN 1998T was also
likely low. In the case of SN 1999D the typing spectrum featured
a very blue continuum (Jha et al. 1999), strongly suggesting a
low extinction. For these three events we therefore assume that
the host galaxy extinction was close to zero.

Van Buren et al. (1994) conducted a K-band survey for SNe in
starburst galaxies at the NASA 3.0 m Infrared Telescope Facility
(IRTF). As a part of their search Arp 299 was observed in at least
four epochs between 1992 March and 1993 December, yielding
the discovery of SN 1992bu in their K-band images. The SN is
located at a projected distance of ∼1.0 kpc from the nucleus B1
of the galaxy. SN 1992bu has no spectroscopic classification
and, based on just the K-band photometry, estimating the
extinction is difficult. However, as a part of their analysis,
Anderson et al. (2011) noted that SN 1992bu falls on a bright
star-forming region and has a small galactocentric distance.
Hence, they find it consistent with being a stripped envelope
core-collapse event.

A more recent near-IR SN search targeting nearby starburst
galaxies was carried out in the K ′ band by Grossan et al. (1999).
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Demand	for	transient	survey	in	NIR	
Too	small	FOV	=>	only	LIRG	and	ULIRG	(w/	AO)

Makla+12

SN	2004ip
	(Av	~	40	mag!)



ULTIMATE:	Wide-field	non-targeted	transient	survey

• “K-only”	survey	(survey	design	C)

• 20	deg2	over	5	yr,	5	hr	(300	min)	/	FOV,	26.2	mag	depth
=>	~23.5	mag	x	100	epochs	(3	min	each)

• Required	=me	sampling	~	5	day	
=>	100	epochs	over	~2	yr	baseline

• ~	80	supernovae!	(<	500	Mpc)	
The	first	systema=c	SN	rate	measurement	in	NIR

Pros:	Good	use	of	wide-field	capability
Cons:	WFIRST	(0.3	deg2)	can	do	be[er
											(wider	surveys	with	be[er	sampling/control)
											*	JH	&	K	are	not	so	different	in	terms	of	ex=nc=on



• Nearby	supernovae	(reddened)

• High-redshi]	supernovae	(redshi]ed)

• Gravita=onal	wave	sources	(intrinsically	red)

Why	transient	surveys	in	NIR?



Supernova	as	tracers	of	high-z	Universe

“Superluminous”	SN:	L	~	108-10		Lsun	

Smar[	2012

1010	Lsun

109	Lsun

108	Lsun

107	Lsun

Observed
	magnitude

@	z	=	4
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Figure 2. Observed peak magnitude of Model F1 (left) and SN 2008es (right) as a function of redshift. To detect SNe at z > 10, the observations at >3 µm
are crucial. A typical limiting magnitude per visit with the planned wide-field NIR satellites is 24–26 mag (see Section 7). The faintest limit of each panel
(32 mag) corresponds to ∼106 s integration with JWST.

Figure 3. The SFR density estimated by galaxies (Bouwens et al. 2011a,b,
2012; Zheng et al. 2012; Coe et al. 2013; Ellis et al. 2013) and GRBs
(Robertson & Ellis 2012). We test two cases of the SFR density (solid
and dashed lines for Cases A and B, respectively). Case A is the SFR
density model by Robertson & Ellis (2012), which is the lower bound of the
SFR density derived from GRBs. Case B is a simple extrapolation of the
formula by Hopkins & Beacom (2006), which is consistent with the galaxy
measurements.

(RSLSN) can be written using ρ∗ as

RSLSN(z) = fSLSN ρ∗(z)

∫ Mmax,SLSN
Mmin,SLSN

ψ(M) dM
∫ Mmax

Mmin
Mψ(M) dM

, (1)

where ψ(M) is the stellar initial mass function [IMF;
ψ(M) ∝ M−(# + 1)]. We adopt a modified Salpeter A IMF of Baldry
& Glazebrook (2003) with the slope # = 0.5 for 0.1 M⊙ (=Mmin) <

M < 0.5 M⊙ and # = 1.35 for 0.5 < M < 100 M⊙ (=Mmax).
As in Paper I, we assume that (1) from the wide mass range of

stars, only massive stars in the mass range between Mmin,SLSN = 50
and Mmax,SLSN = 100 M⊙ can be a potential progenitor of SLSNe,
and (2) a fraction fSLSN of such massive stars actually explode as
SLSNe.2 The fraction fSLSN can be calibrated by the observational
constraints of the SLSN rate. Quimby et al. (2013) estimated the

2 Since at least one progenitor of Type IIn SN is known to be as massive as
MZAMS > 50–80 M⊙ (Gal-Yam et al. 2007; Gal-Yam & Leonard 2009), we
set the minimum mass of SLSNe to be Mmin,SLSN = 50 M⊙.

rate of SLSNe to be 2 × 10−7 Mpc−3 yr−1 at z ∼ 0.2.3 Adopting the
SFR density from Hopkins & Beacom (2006), this rate is obtained
if fSLSN is set to be 2 × 10−2 for Mmax, SLSN = 50 M⊙. This fraction
corresponds to 10−3 of total core-collapse SNe (with the progenitor
mass range of M = 8−100 M⊙). Hereafter, we use this value of
fSLSN for both Cases A and B SFR density. Since redshift evolution
of this fraction is poorly understood both observationally and the-
oretically, fSLSN is assumed to be constant over redshifts. Possible
impact of different IMFs is briefly discussed in Section 7 (see also
Paper I). Note that Paper I adopted fSLSN = 2 × 10−3−2 × 10−2,
which gave conservative estimates.

The left-hand panel of Fig. 4 shows the SN rate per unit comoving
volume as a function of redshift. The solid and dashed lines represent
the SN rate with Cases A and B SFR density, respectively. The SN
rate with Case B SFR density is consistent with the observed rate
of SLSNe (blue point; Quimby et al. 2013). The adopted SN rates
are also roughly consistent with the rate ∼4 × 10−7 Mpc−3 yr−1

derived using a single detection at z ∼ 2 and 4 by Cooke et al.
(2012) although this rate may not represent the total SLSN rate.
The right-hand panel of Fig. 4 shows the SN rate per unit area of
the sky per redshift and per unit time in the observer’s frame. The
expected number of SNe is an order of 0.01 deg−2 yr−1 redshift−1

at z > 10.

4 R ESULTS

We first show the results of our fiducial survey: observations with
the survey area of 100 deg2 and the limiting magnitude of 26 mag.
The survey duration and cadence are set to be 3 yr and 3 months,
respectively. Fig. 5 shows the expected number of SNe per dz = 0.5
bin as a function of redshift. The expected number of SNe at z > 10
is an order of 1–10 with Model 08es (pink lines in Fig. 5).

The solid and dashed lines show the dependence on the adopted
SFR density (Cases A and B, respectively). The expected number
with Case A SFR density is higher than that with Case B by a factor
of about 3 at z > 6, as expected from Figs 3 and 4.

3 Although Quimby et al. (2013) derived the rates of SLSN-I (SLSN with-
out hydrogen, 3 × 10−8 Mpc−3 yr−1) and SLSN-II (SLSN with hydrogen,
1.5 × 10−7 Mpc−3 yr−1) separately, we simply use the total rate.
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Superluminous	SNe	are	detectable	@	z	~	7

MT,	Moriya,	Yoshida+13
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(c) (d)

(a) (b)

Figure 5. Implications of GRB-derived estimates for the high-redshift star formation rate density, ρ̇⋆(z). Panel (a) (upper left) shows ρ̇⋆(z) determined from UV-selected
galaxies (gray points with error bars, see the text) and corresponding parametric SFR histories from Robertson et al. (2010) (green hatched region). Also shown are
values implied by the GRB rate assuming no evolution in Ψ(z) (red points), our model for GRB production in low-metallicity galaxies (blue points), and strong
evolution in GRB production per unit star formation rate (Ψ(z) ∝ (1 + z)1.5, orange points). The model points have been offset slightly in redshift for clarity and the
model error bars reflect Poisson errors on the GRB rate in each redshift bin. If the GRB rate to SFR ratio evolves weakly beyond z > 4 (red and blue points), the rate
of discovery of high-redshift GRBs already implies a ρ̇⋆(z) much larger than that inferred from UV-selected galaxies. Evolution faster than Ψ(z) ∝ (1 + z)1.5 would
be needed to force agreement. Parameterized star formation histories consistent with the GRB-derived star formation histories in the constant Ψ and low metallicity
star formation models are shown as black lines. With fiducial choices about the character of the stellar populations (Z ∼ 0.2 Z⊙), the clumpiness of the intergalactic
medium (C = 3, upper line; C = 2.5 lower line), and the escape fraction of ionizing photons (fesc = 0.06, upper line; fesc = 0.2, lower line) we can calculate the
reionization history in panel (b) (upper right) implied by the GRB-derived high-redshift star formation rate (black lines) and compare with similar histories calculated
by Robertson et al. (2010) determined from UV-selected galaxies (orange hatched region). The GRB-inferred star formation history would produce a large volume
filling fraction of ionized gas extending to high redshift. The path length through this ionized gas to the cosmic microwave background provides the optical depth
to electron scattering τe in panel (d) (lower right). The ionization history computed from the GRB-derived star formation history would easily reach τe implied by
the seven-year Wilkinson Microwave Anisotropy Probe measurements (Komatsu et al. 2011) and produce a much larger value than that similarly calculated from
UV-selected galaxies (red hatched area; Robertson et al. 2010). While both the ionization history and the Thomson optical depth depend on specific model choices
for fesc or C, the stellar mass density (panel (c), lower left) is simply determined by the integral of the previous star formation rate density (panel (a), upper left). The
stellar mass density to z ∼ 8 is shown as gray points with error bars (González et al. 2011), with the associated models by Robertson et al. (2010, blue hatched region).
The black lines in panel (c) show the stellar mass density implied by parameterizations of the GRB-derived star formation rate, which clearly exceed the stellar mass
density at all redshifts.
(A color version of this figure is available in the online journal.)

is therefore large in this model. By considering the recently
discovered GRBs at the highest redshifts (Tanvir et al. 2009;
Salvaterra et al. 2009a; Cucchiara et al. 2011), we have extended
this result to z ∼ 9.5. The results are in contrast to recent claims
for a low abundance of z ! 10 star-forming galaxies (e.g.,
Bouwens et al. 2011a; Oesch et al. 2011). To reconcile ρ̇⋆(z)
estimates from both GRBs and UV-selected galaxies would
require a dramatic evolution in Ψ(z). The physical basis for
such an evolution is unclear (cf. Section 4).

6. DISCUSSION: IMPLICATION FOR
COSMIC REIONIZATION

As the discovery of high-redshift galaxies (McLure et al.
2010; Bouwens et al. 2010a; Oesch et al. 2010) and quasars
(Mortlock et al. 2011) reaches beyond z > 7, it is important
to understand the potential role for star-forming galaxies in
reionizaton (for a review, see Robertson et al. 2010). For
instance, Robertson et al. (2010) have calculated the reionization
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SN	rate	=>	#	of	massive	stars	
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GRB	rate	=>	SFR

IMF

Caveats:
Metallicity	
dependence	of	
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ULTIMATE:	Deep	IR	transient	survey?

• “K-only”	survey	(C)

• 20	deg2	over	5	yr,	
26.2	mag	depth
=>	~25	mag	x	10	epochs
over	3	yr

• ~	10	SNe	@	z>6
small	number,	but	
s=ll	among	best	in	2020s

(3yr)

Pros:	K	is	slightly	be[er	than	JH	(Euclid/WFIRST)	for	z>7	
Cons:	WFIRST	can	go	deeper

Coordinated	survey	with	HSC/LSST	+	WFIRST?



• Nearby	supernovae	(reddened)

• High-redshi]	supernovae	(redshi]ed)

• Gravita=onal	wave	sources	(intrinsically	red)

Why	transient	surveys	in	NIR?



Dawn	of	GW	astronomyproperties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-2
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GW	150914
BH-BH	merger
(~30	Msun)	@	400	Mpc

NEXT!
NS-NS	merger	(~<	200	Mpc)
or	BH-NS	merger	(~<	800	Mpc)

N	~30	(0.3-300)	events/	1	yr



The	2nd	is	also	BH-BH	merger	(released	on	this	Wed)

from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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GW	151226
BH-BH	merger
(~14+8	Msun)	@	440	Mpc

R.	Flaminio’s	talk	yesterday



1	deg

SDSS

~	100	galaxies	/	1	deg2	
(<	200	Mpc)



10	deg

h[p://www.ligo.org/detec=ons.php

1400	deg2

600	deg2

http://www.ligo.org/detections.php
http://www.ligo.org/detections.php


Localiza=on	
~	600	deg2	(GW150914)
~	1400	deg2	(GW151226)
(~<	10	deg2	with	
Advanced	Virgo	and	KAGRA)

Detec=on	of
electromagne=c	(EM)	
counterparts	is	essen=al

-	Redshi]	(distance)
-	Host	galaxy
-	Local	environmentAbbo[	et	al.	2016,	ApJ,	in	press,	arXiv:1602.08492

10	deg

-	No	plausible	EM	counterpart	was	detected	for	GW150914
(neither	for	GW151226	so	far)
-	EM	emission	from	BH-BH	merger??



Electromagne=c	signature	from	NS	mergers
(powered	by	radioac=ve	r-process	nuclei)
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Brightness	of	the	emission	=>	Ejected	mass	of	r-process	elements

Subaru/HSC	for	GW151226	(50	deg2)
(J-GEM,	Yoshida	et	al.	2016,	GCN	18840)
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NS	merger	as	a	possible	origin	of		r-process	elements

Event	rate

RNSM	~	100	event/Myr/Galaxy
									=	10-4	event/yr/Galaxy

NS-NS	merger	rate
Within	200	Mpc
~	30	GW	events/yr
(~0.3-300)

GW

Mej(r-process)	~	10-2	Msun

M(Galaxy,	r-process)	~	Mej(r)	x		(RNSM	x	tG)
																																						~	10-2	x	10-4	x	1010	~	104	Msun

Ejec=on	per	event EM



1.5	day
4.7	day
6.7	day
10	day

Importance	of	NIR:	brighter/longer	=mescale
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-	Lbol	~	LIR	=>	Mass	of	ejected	material	
-	Smoking	gun:	red	and	featureless	spectrum
		(higher	expansion	velocity	than	supernovae)



ULTIMATE:	
IR	survey	for	GW	sources

• Survey	for	~10	deg2	

• 24	mag	depths	(10	min)

• 150	poin=ng	(FOV	0.07	deg2)	
=>	25	hr	~	2.5	nights	

• Spectroscopy	w/	AO	
(mul=plicity	is	not	important)

Pros:	Great	use	of	wide-field	capability	
										(would	be	great	if	even	wider)
Cons:	WFIRST	can	also	do	this
											but	ground	telescopes	are	usually	more	flexible
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Wider	wavelength	coverage	is	cri=cal
to	measure	the	total	luminosity



Replies	to	the	ques=ons
1. Key	science	in	the	post-JWST/WFIRST	era

• Iden=fica=on	of	GW	sources	(if	not	realized	by	2020s)
and	mass	measurement	of	r-process	elements

2. 1st	priority	instrument

• Wide-field	imager	for	=me-domain	science	

3. Science	w/	GLAO	+	MOIRCS

• ~1/7	of	what	I	presented	(propor=onal	to	FOV)
4. Which	survey	design

• “K-only”	survey	(C)	separated	into	many	epochs
5. Op=ons	for	wide-field	imager

• Wider	field	of	view	>	pixel	scale	(in	general)



Summary
• Transient	science	is	blooming	NOW!	
• PTF,	PS1,	DECam,	HSC,	ZTF,	LSST,	and	WFIRST...

• Nearby	supernovae
• Do	all	massive	stars	explode?
• IR	blank-field	transient	survey

~	“K-band	only”	survey	split	into	>50	epochs

• High-redshi]	supernovae
• SN	coun=ng	=>	IMF	at	high-z	Universe
• IR	deep	transient	survey

~	“K-band	only”	survey	split	in	to	~10	epochs

• Gravita=onal	wave	sources
• NS	merger	as	possible	origin	of	r-process	elements
• ToO	transient	surveys	&	spectroscopy


